
Chapter 2 Machine Learning Methods 

Machine Learning (ML) involves designing algorithms that allow computers to learn patterns 

from data and make predictions or decisions without explicit programming. Below is a 

concise overview of key ML methods commonly used in practice. 

 

1. Artificial Neural Networks (ANNs) 

 Overview: Inspired by the human brain, ANNs consist of layers of interconnected 

nodes (neurons) that process data through weighted connections. 

 Structure: 

o Input Layer: Receives data features. 

o Hidden Layers: Perform transformations using activation functions like 

ReLU, sigmoid, or tanh. 

o Output Layer: Produces predictions. 

 Applications: Image recognition, natural language processing, autonomous systems. 

 Key Advantages: 

o Excellent for handling complex, non-linear relationships. 

o Scales well with large datasets. 

 Limitation: Requires significant computational resources and large labeled datasets 

for training. 

 

2. Decision Trees 

 Overview: A flowchart-like structure where data is split into branches based on 

feature values, forming decision rules. 

 Structure: 

o Root Node: Represents the entire dataset. 

o Internal Nodes: Split data based on conditions. 

o Leaf Nodes: Represent final predictions or outcomes. 

 Applications: Customer segmentation, fraud detection, and classification tasks. 

 Key Advantages: 

o Easy to interpret and visualize. 

o Handles categorical and numerical data. 

 Limitation: Prone to overfitting if not pruned or regularized. 

 

3. Support Vector Machines (SVMs) 

 Overview: A supervised learning method that finds the optimal hyperplane to separate 

data points into distinct classes. 

 Key Concepts: 

o Margin: The distance between the hyperplane and the nearest data points 

(support vectors). 



o Kernel Trick: Projects data into higher dimensions for better separation using 

kernels like linear, polynomial, or radial basis function (RBF). 

 Applications: Text categorization, bioinformatics, and face recognition. 

 Key Advantages: 

o Effective for small to medium datasets with clear margins between classes. 

o Works well with high-dimensional data. 

 Limitation: Computationally intensive for large datasets. 

 

4. K-Nearest Neighbors (KNN) 

 Overview: A simple, instance-based learning method where predictions are based on 

the labels of the closest kkk neighbors in the feature space. 

 Applications: Recommendation systems, pattern recognition, and anomaly detection. 

 Key Advantages: 

o No training phase; simple to implement. 

o Adapts to changes in the data distribution. 

 Limitation: Computationally expensive for large datasets; performance depends on 

the choice of kkk and distance metric. 

 

5. Naïve Bayes 

 Overview: A probabilistic classifier based on Bayes' theorem, assuming independence 

among features. 

 Key Concept: 

o Combines prior probabilities with the likelihood of observed data for 

predictions. 

 Applications: Spam detection, sentiment analysis, and medical diagnosis. 

 Key Advantages: 

o Fast and efficient for text classification. 

o Performs well with small datasets. 

 Limitation: Assumes feature independence, which is rarely true in real-world data. 

 

6. Linear Regression 

 Overview: A supervised method for predicting continuous outcomes by modeling the 

relationship between input features and the target variable as a linear equation. 

 Key Concept: Finds the best-fit line by minimizing the sum of squared errors. 

 Applications: Stock price prediction, house price estimation. 

 Key Advantages: 

o Easy to interpret and implement. 

o Effective for simple, linear relationships. 

 Limitation: Struggles with non-linear data and multicollinearity. 

 



7. Logistic Regression 

 Overview: A classification algorithm that predicts probabilities of categorical 

outcomes using a sigmoid function. 

 Applications: Binary classification tasks like email spam detection and customer 

churn prediction. 

 Key Advantages: 

o Interpretable; provides probabilities as outputs. 

o Works well with linearly separable data. 

 Limitation: Performs poorly on non-linear data without transformation. 

 

8. Random Forests 

 Overview: An ensemble learning method that combines multiple decision trees to 

improve accuracy and reduce overfitting. 

 How It Works: 

o Each tree is trained on a random subset of the data and features (bootstrap 

aggregating or bagging). 

o Predictions are averaged (regression) or voted (classification). 

 Applications: Feature selection, credit scoring, and medical diagnosis. 

 Key Advantages: 

o Robust against overfitting. 

o Handles missing data and large datasets effectively. 

 Limitation: Less interpretable than single decision trees. 

 

9. Clustering (e.g., K-Means) 

 Overview: An unsupervised learning method for grouping data into clusters based on 

similarity. 

 How It Works: 

o Initializes cluster centers (centroids) and iteratively assigns data points to the 

nearest centroid until convergence. 

 Applications: Market segmentation, image compression, and anomaly detection. 

 Key Advantages: 

o Simple to implement and efficient for large datasets. 

o No need for labeled data. 

 Limitation: Sensitive to the choice of kkk (number of clusters). 

 

10. Gradient Boosting (e.g., XGBoost, LightGBM) 

 Overview: An ensemble method that builds sequential trees, where each new tree 

corrects the errors of the previous ones. 

 Applications: Predictive modeling competitions, fraud detection, and forecasting. 

 Key Advantages: 



o High accuracy and flexibility. 

o Handles missing values and mixed data types. 

 Limitation: Computationally intensive; prone to overfitting without careful tuning. 

 

This chapter provides an essential understanding of major ML methods, their applications, strengths, 

and limitations.  

To deepen knowledge, practical implementation using tools like Python (e.g., scikit-learn, 

TensorFlow) is recommended to be studied (Chapter 3). 


